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An escape room is a physical puzzle solving game, where participants solve a series of riddles

within a limited time to exit a locked room. Escape rooms di®er in their theme, environment, and
di±culty, and people hence often di®er on their preferences over escape rooms. As such, recom-

mendation systems can help people in deciding which room to visit. In this paper, we describe the

properties of the escape rooms recommendation problem, with respect to other popular recom-

mendation problems. We describe a dataset of reviews collected within a current system. We
provide an empirical comparison between a set of recommendation algorithms over two problems,

top-N recommendation and rating prediction. In both cases, a KNN method performed the best.

Keywords: Recommender systems; collaborative ¯ltering; escape room; empirical evaluation.

1. Introduction

Escape rooms18,28,39 have become a popular entertainment throughout the world. In

an escape room, a group of participants is locked in a room, and must solve a series of

riddles in order to unlock the room and escape within a limited time (typically an

hour). Rooms vary in theme, from space adventures to prisons, in their mood, from

comedy to horror, and in their di±culty level.

As such, di®erent rooms may appeal to di®erent people. Some people, for

example, expect the room to be scary, while others avoid all horror rooms. It is also

common for escape room fans to develop their skills, initially preferring simpler

rooms, and later moving on to more challenging rooms. Indeed, it is unlikely that an

experienced user will enjoy a simple room, or vice versa.

The price for playing is typically about 40$ per person, and often a group of four

or more people go to an escape room together. Furthermore, escape room fans often
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travel to other cities to visit a speci¯c escape room. As such, an escape room incurs a

signi¯cant cost for the participants.

The escape room experience is constructed around the element of surprise ��� the

visitor should know nothing about the structure of the room, the types of

puzzles, and most importantly, any hint about the solution of these puzzles. As

such, the available description of a room is very limited, and a person looking for

an escape room to visit must rely on the opinions of previous visitors. It is

very common to post a review of a given room, but these reviews are also limited

to discussing the general attributes of the room, such as whether it was scary,

the level of di±culty, and the very general feelings of the reviewer towards the

experience.

Given all the above, it is a challenging task for a user to identify an appropriate

room among the dozens of rooms in a major city. Recommendation systems,33 sys-

tems that recommend items to users, can be a valuable tool in helping users to choose

which room to visit next.

Recommendations may be computed by content similarity.22 For example, one

can recommend movies of a given genre, or starring a preferred actor. For escape

rooms, however, there is no agreement upon content classi¯cation that can help us to

identify rooms with similar content. In addition, much of the similarity between

rooms is based on abstract qualities, such as the types of the puzzles within the room,

which is di±cult to de¯ne.

Alternatively, in the collaborative ¯ltering (CF) approach,7,9 an item is recom-

mended to the active user based on users with similar behavior. In this paper, we take

the CF approach, computing similarity between users and items based on previous

user ratings of rooms.

We describe a dataset of user ratings for rooms given in a website designed to help

users in choosing an appropriate room to visit. The website provides users with room

descriptions, and allows users to search for available rooms in an area. The website

also allows users to review rooms both in a textual description and using a numerical

rating. We have recently constructed a CF recommendation system for this website.

We compare a number of CF algorithms implemented in open source libraries

over the dataset. We used algorithms for two di®erent tasks��� rating prediction and

top-N recommendation.

2. Background

Recommender systems actively suggest items to users, to help them to rapidly dis-

cover relevant items, and to increase item consumption.34 Such systems can be found

in many applications, including TV streaming services,1 online e-commerce,38 smart

tutoring,8 and many more.23

We focus here on two important recommendation tasks36 ��� rating prediction,

and top-N recommendation. In the rating prediction task the system is given a user
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u and an item i, and must compute a predicted rating r̂u;i that u would give to i. In

the top-N task the system computes a list of N recommended item that the user may

choose.

There are two dominant approaches for computing recommendations for the

active user ��� the user that is currently interacting with the application and the

recommender system. First, the CF approach4,9 assumes that users who agreed on

preferred items in the past will tend to agree in the future too. Many such methods

rely on a matrix of user-item ratings to predict unknown matrix entries, and thus to

decide which items to recommend.

A simple approach in this family,29 commonly referred to as user-based CF,

identi¯es a neighborhood of users that are similar to the active user. This set of

neighbors is based on the similarity of observed preferences between these users

and the active user. Then, items that were preferred by users in the neighborhood

are recommended to the active user. Another approach,2,35 known as item-based

CF recommends items also preferred by users that prefer a particular active item

to other users that also prefer that active item. In CF approaches, the system only

has access to the item and user identi¯ers, and no additional information over

items or users is used. For example, websites that present recommendations

titled \users who preferred this item also prefer" typically use some type of CF

algorithm.

A second popular approach is the content-based recommendation.22 In this

approach, the system has access to a set of item features. The system then learns the

user preferences over features, and uses these computed preferences to recommend

new items with similar features. Such recommendations are typically titled \similar

items". User's features, if available, such as demographics (e.g. gender, age, geo-

graphic location) can also provide valuable information.

As content information is not available for the escape room data that we col-

lected, we focus here on the CF approach. Recently, many CF algorithms were

implemented in o®-the-shelf libraries, allowing us to easily compare a large set of

algorithms for a particular problem.

Speci¯cally, in this paper, we compared algorithms from several families. The

user-based KNN method7 directly identi¯es a set of similar users to the active user,

based on the similarity of past ratings, and computes recommendations based on the

items favored by these similar users. Alternatively, the item-based KNN method35

identi¯es a set of similar items to items that the active user has rated. The matrix

factorization (MF) approach21 computes for each user and item a vector of latent

features, and recommends an item if its latent vector is similar to the user latent

vector. Many MF algorithms were suggested in the past, and MF is widely used in

many recommendation applications. k-Markov models37 utilize the temporal order of

past ratings. Clustering models13 attempt to group together users or items that have

similar behavior, and compute recommendations based on other members of the

cluster.
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3. The Escape Room Domain

We now review escape rooms with respect to other recommendation domains. We

focus on various aspects in°uencing user behavior, as well as the decision on which

item should be recommended. We compare escape rooms to three other domains ���
recommendations for movies,14 e-commerce,16 and hotels.3

First, when a user makes a decision about which item to choose, the user is

exposed to various information sources. In many cases, there is available information

about the item, such as hotel amenities, the genres and the description of the movie,

or the speci¯cation of an electronic gadget. In these domains, there is an attempt to

provide as much information as possible, to avoid bad experience from the user due

to unful¯lled expectations.

In escape rooms, on the other hand, mystery plays an important role in the user

experience. As such, escape rooms provide description only about the general theme

of the room, such as whether it takes place in ancient Egypt or in space, but discloses

no information as to how many rooms the user has to go through, or how many

riddles need to be solved, which may in°uence the user experience much more than

the theme. As such, making informed decisions about which room to choose becomes

much harder for the user.

It is also important that user reviews of escape rooms refrain from revealing such

information. These reviews are hence limited to comments on the general di±culty,

theme, and quality of the room. Many users even avoid reading these reviews, fearing

that they may contain \spoilers".

An additional source of information can be reviews over items.5 These are com-

mon in all four domains, but originate from di®erent sources. In movies, reviews are

typically written by expert critics which review many, if not all, new movies. A user

that identi¯es a critic that is aligned with her may trust the critic's opinions over new

movies.31 For electronic products, such as cell phones or laptops, one may ¯nd

available reviews by experts that may compare several items, allowing the users to

make informed decisions.

In escape rooms, as well as hotels, users rely on reviews provided by other users,

which become an essential component in decision making. It is common to read

reviews by other users, both positive and negative before making a decision.27 The

mystery component is important here as well, and user reviews for escape rooms

make an e®ort not to disclose any details about the room. Reviews may report the

company (number of people, level of expertize), and general information about the

riddles (di±culty). In hotel reviews, on the other hand, the reviewers conveys as

much information as possible concerning their experience.

Price also plays an important role in making a decision about escape rooms. In

hotels and e-commerce, price may vary greatly. Hotels can be found in major cities in

a wide price range, from perhaps $50 to many hundreds of dollars per night. Rea-

sonable cell phones as well can be found in a wide price range. Escape rooms, like

movies, are typically o®ered at a ¯xed price. However, the same movie is typically
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shown in many theaters, while escape rooms are unique. As such, one can go to the

nearest movie theater, but may have to travel far to a speci¯c location for an escape

room. As such, traveling imposes an additional cost in terms of money and time.

Escape rooms must also be booked in advance, while one can typically purchase

movie tickets at a short notice.

The availability of escape rooms is also di®erent than other domains. There are

many thousands of movies that one can watch in VOD, and a few dozen that play at

local cinemas, with new movies released weekly. For many electronic gadgets, such as

cell phones, there is also a wide variety of items to choose from. Escape rooms are

much less common. In London, for example, there are only about 100 escape rooms.

Although in major tourist attractions hotels are much more abundant, one may

claim that the availability of hotels is also quite limited in many locations. However,

an escape room fan may visit all rooms in her local city, while it is unlikely that

people would visit all hotels in a city. Moreover, people who frequently travel to the

same city may ¯nd a suitable hotel to use in all visits,26 while returning to an escape

room is pointless.

In escape rooms, a major consideration is the group that is playing together.

Recommendations for groups are important in many domains.25 It is often the case

that people go with a group of friends to a movie together, and it is important to ¯nd

a movie that would ¯t the preferences of everybody in the group. This is even more

crucial in escape rooms, where the experience in interactive and everybody should

contribute. As such, escape rooms are perhaps a major application for research in

group recommendations. In hotels, on the other hand, people typically travel with

family or alone, and visiting a hotel with a group of friends is perhaps less common.

In e-commerce, people typically purchase items for a speci¯c individual, and groups

are less relevant.

Another interesting domain that bears some resemblance to escape rooms is the

area of point of interest (POI) recommendations. More speci¯cally, while some

researchers consider restaurants and stores as POIs, escape rooms are more similar to

attractions POIs, such as museums and landmarks.6 As opposed to escape rooms,

many POIs can be visited many times. However, some work in POI recommendation

focuses on recommending only new POIs, which is more similar to escape rooms.10

POI recommendations are often of importance for touristic applications. In this

context, in many cases, a tourist wishes to visit several POIs during the same day.17

As such, many POI recommenders consider the order by which a set of POIs should

be visited, based on properties such as geographical location and type, so as to reduce

the required distance to travel, and increase diversity. In escape rooms, it is highly

unlikely that one would visit several escape rooms during a single day.

4. Empirical Comparison of CF Algorithms

We now review an experimental study that we conducted using data collected by an

escape room booking website.
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4.1. Dataset

We now describe a dataset obtained from three years of reviews written by escape-

rooms fans. The website provides a platform for companies to publish their escape

rooms, and for users to provide reviews for escape rooms they visited. The website is

not associated with any speci¯c escape room company, and escape rooms pay a

commission for each user referred to them from the website. There are between

15,000 to 20,000 monthly visits to the website.

Users can write reviews for escape rooms, both numeric ratings, in the range of

1 through 10, and optional textual reviews describing their experience. The dataset

contains 20,197 users who uploaded 41,256 reviews for 375 rooms. Figure 1 shows a

histogram of the number of reviews per user. As can be seen, about half of the users

rate only a single room, but there are about 800 users who reviewed 5 or more rooms,

54 of which reviewed more than 50 rooms. Table 1 shows the properties of our

dataset with respect to other well known datasets.a As can be seen, our dataset has

Fig. 1. A histogram in log scale of the number of reviews per user for the escape-rooms dataset.

ahttps://bit.ly/2MJE9ed.

Table 1. Datasets statistics.

Dataset Users Items Ratings Density

Git (Django) 790 1757 13,165 0.95%
Escape Rooms 20,197 375 41,256 0.54%

Movielens 20M 138,493 27,278 20,000,263 0.52%

Last.fm 1892 17,632 92,834 0.28%

Book-Crossing 92,107 271,379 1,031,175 0.00%
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relatively low sparsity. This is due to the relatively low ratio of items to users, but

can also be because relatively many users of the website are eager to express their

opinions concerning their experience.

During the collection of the data, the website displayed for each room the average

rating of previous users. This non-personalized method provided an incentive for

room owners to solicit fake reviews. Indeed, there are many users in the system that

provided a single review giving the maximal rating (10 stars) to a room, which we

suspect to be fake. In most CF approaches, though, a user that provided a single

review has little to no in°uence over the predicted ratings for other users. As such, we

took no speci¯c steps towards identifying and removing these reviews.

In our experiments below, we used a temporal train-test split, using ratings from

the last two months as a test set, and all other ratings as training data. We remove

new users from the test set, as CF algorithms cannot provide recommendations or

predictions for such users.

4.2. Suspected reviews

Prior to implementing a CF approach in our website, the rooms were displayed to a

user ranked by their average grade. As such, there is a signi¯cant incentive for escape

room operators to solicit positive fake reviews, that would increase the room's

average rating and improve its rank and hence, its observability.

To analyze this, we tried to identify what constitutes as a fake review. First, as

there was no CF engine, there was no incentive to rate more than a single room. As

such, we focused on users who rated only a single room, giving it a perfect rating of 10

stars. To avoid detection, these reviews also contained textual descriptions, and are

linked to a facebook account.

We ¯nd such suspected fake reviews, i.e. a single rating by a user of 10 stars, for all

escape rooms. Figure 2 shows the ratio between suspected reviews and other reviews.

Fig. 2. A histogram of the number of rooms with a given ratio of suspected reviews to other reviews.
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We can see that for some rooms, the amount of suspected reviews greatly out-

numbers the amount of other reviews. For about half the rooms, however, the

number of suspected reviews is no more than half the number of other reviews.

The suspected reviews also greatly in°uence the ranking of the rooms following

the average rating. As can be seen in Fig. 3, rooms with more than two times the

number of fake reviews to the number of other reviews increase their ranking by an

average of 84.8 positions in the list. On the other hand, rooms which did not have

many suspected reviews dropped 37.7 places in the list on average.

We believe that this is su±cient evidence to remove these suspected reviews from

consideration in our empirical evaluation.

4.3. Collaborative ¯ltering algorithms

In our experiments we used algorithms implemented in two popular recommendation

frameworks available online ��� MyMediaLiteb and Surprise.c In addition, we

implemented the k-Markov algorithm,37 which is not provided by either package. We

experimented with many algorithms implemented by the two libraries, but, due to

space restrictions, report below only the best performing algorithms. Our imple-

mentation and dataset are available online, along with the framework built for joint

evaluation.d We used the MyMediaLite API also to evaluate the recommendations

given by all algorithms. We evaluated the all algorithms using AUC, Precision@5,

Precision@10, MAP, Recall@5, Recall@10 and NDCG. Due to space constrains,

however, we report only precision, RMSE, and MAP below. AUC, Recall and NDCG

ranked the algorithms roughly in the same order as precision and MAP.

Fig. 3. Average increase in the room ranking given the ratio of suspected reviews.

bhttp://www.mymedialite.net/.
12

chttps://surprise.readthedocs.io/en/stable/.
15

dhttps://github.com/Sharpen6/EscapeRoomsRecSys.
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4.4. Results

We experimented with two relevant tasks ��� rating prediction, where the system

presents to the user a personalized predicted rating for a given room that she is

considering, and top-N recommendations, where the system presents to the user a

personalized list of N rooms that she may want to visit.

Tables 2 and 3 show a selected set of results for the best techniques that we

experimented with. In addition, we show results for a random algorithm, and for the

current average rating prediction.

For top-N recommendations, the traditional KNN model over either users or

items performed well in this domain, possibly due to the relatively low dimensionality

Table 2. Results for the rating prediction task.

(M) denotes a MyMediaLite implementation and

(S) denotes a Surprise implementation.

RMSE

(M) KNN user ��� cosine 1.226

(M) SCAF 30 1.247
(M) SVDþþ 1.257

(M) SlopeOne 1.285

(M) User-Item bias 1.303
(M) Matrix Factorization 1.336

(M) Co-Clustering 1.386

(M) KNN item ��� cosine 1.397

(S) Base model 1.399
(S) KNN item ��� pearson 1.431

(M) SigmoidSVDþþ19 1.952

Average (Current) 2.289

Random 4.636

Table 3. Results for the top-10 recommendation task. (M) denotes a MyMedia-

Lite implementation and (S) denotes a surprise implementation.

MAP prec@5 prec@10 recall@5 recall@10

(S) KNN user ��� cosine 0.087 0.076 0.055 0.24 0.308

(M) KNN item ��� cosine 0.072 0.061 0.044 0.184 0.215

k-Markov(k ¼ 2)37 0.061 0.061 0.054 0.108 0.191
(S) Co-Clustering13 0.054 0.077 0.039 0.130 0.235

(S) User-Item bias20 0.046 0.047 0.044 0.069 0.147

(S) Base model21 0.039 0.046 0.033 0.059 0.118

(S) SVDþþ19 0.038 0.039 0.034 0.077 0.118
(S) NMF24 0.036 0.034 0.035 0.058 0.093

(M) MostPopular 0.026 0.027 0.022 0.03 0.051

(M) WRMF11 0.025 0.026 0.026 0.04 0.072
(M) BPRMF32 0.014 0.014 0.015 0.037 0.046

Average (Current) 0.01 0.011 0.01 0.026 0.041

Random 0.007 0.007 0.007 0.01 0.017
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of the problem, with only 375 items. The k-Markov model also produced good results

here, which can be attributed to the sequential nature of this domain. The

Co-Clustering model,13 recommending based on a user cluster, item cluster, and a

user-item cluster, also provided good results. This is somewhat surprising, because in

many domains clustering algorithms do not produce good results. This may be

attributed to the relatively low sparsity in our domain, compared with other well

known CF datasets.7 Popular MF approaches, such as BPR, SVD variants, and

others, produced less accurate recommendations.

While the precision of all algorithms may seem low, this is not untypical for top-N

recommendations in similar domains. For example, for the new POI problem, Feng

et al.10 report similar precision values.

For rating prediction, the user-based KNN model again produced the best results,

but MF method performed very well for this problem. The average item rating that

was shown on the website prior to the installation of the recommendation engine,

performed much worse, with an RMSE almost twice as much as the user-based KNN

method.

5. Conclusion

In this paper, we described a recommendation system for the growing area of escape

rooms which can now be found all around the world. We discussed the characteristics

of escape rooms, and their similarity to other popular recommendation system

domains. We then reported an evaluation of many collaborative ¯ltering algorithms

for two problems ��� rating prediction and top-N recommendations over a real

dataset of an escape room website.

Our system has only been recently installed in the website, and in the future we

will report user response to the recommended items. In addition, given data about

how users interact with the recommender system, we may be able to design better

algorithms for this domain.
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