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ABSTRACT
Practice is essential for learning. There is evidence that solving
Parsons problems (putting mixed up code blocks in order) is a more
efficient, but just as effective, form of practice than writing code
from scratch. However, not all students successfully solve every
Parsons problem. Making the problems adaptive, so that the dif-
ficulty changes based on the learner’s performance, should keep
the learner in Vygotsky’s zone of proximal development and maxi-
mize learning gains. This paper reports on a study comparing the
efficiency and effectiveness of learning from solving adaptive Par-
sons problems vs non-adaptive Parsons problem vs writing the
equivalent code. The adaptive Parsons problems used both intra-
problem and inter-problem adaptation. Intra-problem adaptation
means that if the learner is struggling to solve the current problem,
the problem can dynamically be made easier. Inter-problem adapta-
tion means that the difficulty of the next problem is modified based
on the learner’s performance on the previous problem. This study
provides evidence that solving intra-problem and inter-problem
adaptive Parsons problems is a more efficient, but just as effective,
form of practice as writing the equivalent code.
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1 INTRODUCTION
Several countries, including the United States, want to increase
computing in K-12 [3, 5, 11, 12, 17, 24]. To accomplish this goal,
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thousands of teachers with no programming experience need to
learn programming [18, 31]. However, learning to program can
be difficult [7, 10, 39]. Novice programmers spend hours trying to
fix errors in their programs, like unmatched parentheses [6]. Most
introductory programming courses require novices to learn by
writing many small programs [29, 35]. However, writing programs,
even short ones, is a complex cognitive task, which can easily
overwhelm novices and impede learning [40, 44]. Busy teachers
need a more efficient way to learn programming.

One recommended way to reduce cognitive load is to use a
completion task rather than a whole task [43]. Parsons problems
are a type of code completion task in which the correct code to solve
a problem is provided, but is broken into mixed up code blocks, and
the user must place the blocks in the correct order [34].

Ericson, Margulieux, and Rick provided evidence that solving
non-adaptive Parsons problems is more efficient (with respect to
completion time), and just as effective (with respect to learning
gains) as fixing the same code with errors or writing the equivalent
code [22]. However, that study did not include a control group to
verify that the learning gains were due to the instructional practice
condition, rather than from answering the same or similar questions
with feedback. Also, some students struggle to solve Parsons prob-
lems and some never solve them [21], which means that Parsons
problems could be improved.

This study compared the efficiency and effectiveness of adap-
tive (both intra-problem and inter-problem) Parsons problems vs
non-adaptive Parsons problems vs writing the equivalent code. It
also included a control group that solved off-task adaptive Parsons
problems. This study tested the following three hypotheses:

• H1: Learners who solve adaptive and non-adaptive Parsons
problems will finish the instructional problems significantly
faster than the learners who write code.

• H2: Learners who solve adaptive Parsons problems will have
similar learning gains from pretest to immediate posttest as
those who solve non-adaptive Parsons problems and write
code.

• H3: Learners who solve off-task (not related to the pretest
questions) adaptive Parsons problems (the control group)
will have lower learning gains than those who solve on-task
problems.

This paper contributes to research on adaptive learning and Parsons
problem. It is the first study of the efficiency and effectiveness of
intra-problem and inter-problem adaptive Parsons problems.
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2 RELATEDWORK
This research is based on cognitive load theory. The study was
informed by prior research on adaptive learning and Parsons prob-
lems.

2.1 Cognitive Load Theory
Cognitive Load Theory (CLT) was developed by John Sweller in the
late 1980s [40]. It can be used to improve the design of instructional
material. Three types of cognitive load are described in the theory:
intrinsic cognitive load, germane cognitive load, and extraneous
cognitive load. Intrinsic cognitive load is the amount of load due
to the difficulty of the problem being solved. Extraneous cognitive
load is the load added by the complexity of the instructional mate-
rials. Germane cognitive load is the load devoted to the processing,
construction and automation of schemas in long-term memory.
Schemas are cognitive frameworks for organizing and interpreting
information.

Instructional materials should be designed to free up working
memory to allow learning to occur by reducing the extraneous
load and focusing resources on the germane load to allow for the
construction of schemas. If the instructional material overloads
working memory then learning is impeded. If the intrinsic load
is too high then the problem should be broken into smaller and
simpler sub problems. It is important to note that the amount of
cognitive load that a learner experiences is based on the learner’s
prior knowledge. This implies that learning should be enhanced if
the task is adapted based on the learner’s prior performance.

2.2 Research on Adaptive Learning
Corbalan, Kester, and van Merrienboer found that dynamically
adaptive practice, where the practice problems are adapted based
on the learners prior performance, improves learning, takes less
time, and increases engagement [15]. This is not surprising since
adaptive practice is more likely to keep the learner in Vygotsky’s
zone of proximal development [8], which is what the learner can
accomplish with support versus independently.

Soloway, Guzdial, and Hay called for more scaffolding to support
learners as they try to accomplish new tasks [36]. To be most effec-
tive, scaffolding should fade as the learner develops expertise. In
other words, the system should adapt to the learner’s performance
to reduce the cognitive load of the task.

Intelligent Tutoring Systems (ITS) provide scaffolding on the cur-
rent problem in the form of explicit hints if the learner is struggling
to solve the problem. They also use selection adaptation, which
means that after the learner finishes a problem the system selects
the next problem based on the learner’s performance and a model
of what the student has mastered. ITS take a great deal of time to
build [16] and are not widely used [2]. Parsons problems are rela-
tively easy to create and Parsons problems are already supported
in several free online learning environments [21, 30].

2.3 Research on Parsons Problems
Parsons problems should have lower cognitive load than code writ-
ing problems, since they are a type of code completion problem.
There are several variants on Parsons problems. Some include dis-
tractor blocks which include syntactic or semantic errors and should

Figure 1: Paired distractor and correct code on the left and
an unpaired distractor randomly mixed in with the correct
code on the right

not be used in a correct solution. In some Parsons problems, a dis-
tractor block is shown either above or below the correct code block
as shown on the left in Figure 1. These are called paired distractors.
In unpaired distractors, shown on the right in Figure 1, the dis-
tractor blocks are randomly mixed in with the correct code blocks.
Some Parsons problems require the learner to indent the code hori-
zontally. These are called two-dimensional Parsons problems.

Research has shown that Parsons problems with only the correct
code (no distractors) are the easiest to solve [25, 26], while con-
versely, increasing the number of distractors in a Parsons problem
increases the difficulty of the problem [19]. Parsons problems with
visually paired distractors are easier to solve than those with un-
paired distractors [19]. Parsons problems that require the learner
to provide indentation are harder than those that do not [19, 28].
Parsons problems with more blocks tend to be harder to solve than
those with fewer blocks [21], especially if students are just ran-
domly trying different combinations of blocks [27]. While many
students find solving Parsons problems engaging [34], students
sometimes struggle to solve the problems, and some students give
up without ever solving them [21]. Since learning gains are based
on the number of practice problems that students solve and under-
stand [1], scaffolding that allows students to solve more problems
should improve learning. However, it is also important that practice
problems challenge the learner. Bjork and Bjork found that making
practice too easy reduced learning gains [9]. They advocate for
desirable difficulties during learning to improve long-term retention.
Our adaptive Parsons problems were designed to scaffold learn-
ers that need help solving the current problem while providing
desirable difficulties to learners who found the last problem too
easy.

Kumar created a web-based tool for adaptive Parsons problems
called Epplets [30]. Epplets uses selection adaptation, similar to
what is used in Intelligent Tutoring Systems. This means that the
next Parsons problem to solve is selected based on the learner’s per-
formance on the previous problem. This is the same approach used
in Intelligent Tutoring Systems. Similar problems are presented
until the user has demonstrated mastery on a particular concept.
He reported that students get faster at solving similar Parsons prob-
lems, but did not compare solving selection-based adaptive Parsons

Session 3: Tools and Technologies in Computing Education, 1 ICER ’18, August 13–15, 2018, Espoo, Finland

61



problems with other forms of practice, such as writing code. His
approach also requires a valid student model to track mastery.

3 INTRA-PROBLEM AND INTER-PROBLEM
ADAPTIVE PARSONS PROBLEMS

This study used two new types of adaptation: intra-problem adap-
tation and inter-problem adaptation. In intra-problem adaptation if
the learner is struggling to solve the current Parsons problem, then
the problem can be made easier by removing distractors, providing
indentation, or combining blocks. These changes are implicit hints
which should guide the learner to the correct solution, compared
to the explicit hints offered by Intelligent Tutoring Systems.

Each time the user asks for help by clicking the “Help Me” button
one action is taken tomake the problem easier. Help is only provided
if the user has made at least three full attempts, otherwise an alert
is shown explaining that help is not yet available. A full attempt
contains at least the required number of blocks.

After three full unsuccessful attempts an alert is shown to inform
the user that help is available. If the user asks for help, and a distrac-
tor block has been used in the solution area on the right side, then
the distractor block animates moving back from the solution area
to the source area on the left and then grays out to show that it is
disabled. Animation is useful for grabbing attending and conveying
a change over time [4, 13]. If the distractor block was originally
shown paired with its correct code block and the correct code block
is still in the source area on the left, then the distractor moves below
the correct code and the purple edge decorations shown in Figure
1 are drawn to again show that the blocks are paired. If there are
no distractors in the solution area, and the solution requires inden-
tation, then space is slowly added to the code blocks to provide
the indentation. Finally, if there are no distractors in the solution
and indentation is not needed, the system will animate moving one
block below another and then redraw the two blocks as one block.
If the user asks for help, and there are only three blocks left in the
correct solution, the user is told that they should be able to solve
the problem.

In inter-problem adaptation, the difficulty of the next problem
is modified based on the learner’s performance on the previous
problem. While this is somewhat similar to selection adaptation, it
differs in that it does not require a model of the learner’s mastery
of concepts and it does not affect which problem the learner solves
next. If the learner solved the last Parsons problem in only one
attempt, then the next Parsons problem is made more difficult by
un-pairing distractors (randomly mixing them in with the correct
code) and by using all available distractors. If it took the learner
four or five attempts to solve the last Parsons problem, then on
the next problem the distractors are shown paired with the correct
code blocks. If it took the learner 6-7 attempts to solve the last
problem, then 50% percent of the available distractors are removed
and the remaining distractors are shown paired with the correct
code blocks on the next problem. If it took the learner 8 or more
attempts to solve the last problem, then all distractors are removed
from the next problem. The goal is to keep the learner in Vygotsky’s
zone of proximal development to optimize learning.

4 METHODS
This was a between-subjects study to test the efficiency (time to
complete the practice problems) and effectiveness (learning gains)
from solving intra-problem and inter-problem adaptive Parsons
problems versus non-adaptive Parsons problem versus writing the
equivalent code.

4.1 Participants
Undergraduate students were recruited from two sections of an
introductory computer science course for computing majors at a
research-intensive university in the United States. The sections had
the same instructor and followed the same curriculum with the
same homework and assessments. This course covers introductory
programming concepts in Python including variables, selection,
iteration, and lists. At the time of the study, the course had covered
all of these topics and was covering files and dictionaries. Ericson
visited the course during lecture to recruit participants and also
sent an announcement to all of the students enrolled in the course.
Participants earned 2.5 points of extra credit for completing the first
session and another 2.5 points of extra credit for completing the
second session one week later. Students who did not participate in
the study could alternatively earn up to 5 points of extra credit by
writing a paper on a computing innovation, which Ericson graded
and that grade was submitted to the course instructors. None of
the authors were involved in the teaching of the course.

4.2 Study Design
The first of two sessions took 2.5 hours and included consent, a
demographic survey, pretest, instructional material, and an imme-
diate posttest. The second session, lasting an hour one week later,
was a delayed posttest to measure retention of the instructional
material.

The instructional material in the first session contained four
worked-example plus practice pairs. A worked example is a worked
out expert solution to a problem [41]. Research has found that inter-
leaving worked-examples with similar practice problems improves
learning gains [42]. Students were randomly assigned to one of
four practice conditions for the instructional material: 1) solving
on-task adaptive Parsons problems with distractors, 2) solving on-
task non-adaptive Parsons problems with distractors, 3) writing the
equivalent code as the Parsons problems, or 4) a control group that
solved off-task adaptive Parsons problems with distractors.

4.3 Study Procedure
Both sessions were held in a closed classroom with all participants
attending at the same time. Students were instructed to bring their
laptops and were provided with scratch paper and a pen. All of
the study materials were online and students were asked to only
use those materials, even though they had access to the Internet.
Proctors checked that the students were on task.

In the first session, the procedure was 1) provide consent and
randomly be placed into one of the four practice conditions, 2) com-
plete the demographic survey, 3) complete the practice problems
which familiarized the students with the online environment and
problem types, 4) complete the pretest, 5) complete four worked
examples plus practice pairs, where the type of practice problem
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differed based on the condition, and 6) complete the immediate
posttest.

At the second session, a week later, participants completed the
delayed posttest, which was isomorphic to the first posttest. Only
the variable names and some values were changed, but the structure
of the problems was the same, meaning that they required near
transfer to solve. Near transfer is being able to solve a new problem
in a similar context to one that you have already solved. The delayed
posttest tested for retention of the material one week later.

4.4 Study Materials
The study materials include a demographic survey, familiarization
(practice) materials, a pretest, instructional material, an immediate
posttest, and a delayed posttest.

4.4.1 Demographic Survey. The survey asked the participant’s
age, gender, race, first spoken language, comfort level with read-
ing English, high school grade point average, college grade point
average, current major, expected grade in the course, and prior pro-
gramming experience. If participants reported prior programming
experience, they were also asked what courses, where they took
them, and how many years they had been programming.

4.4.2 Familiarization Activities. The participants in this study
had not previously used the online study environment, so materials
were developed to introduce them to the types of problems they
would see in the pretest. This included instruction on how to start
and finish a timed section (a section that must be completed in
a given amount of time), how to move to the next page, how to
answer multiple-choice questions, how to check the solution for a
fix code or write code problem, and how to drag blocks and check
the solution on a Parsons problem.

The familiarization activities also include two easy practice
multiple-choice questions, a practice fix code problem, a practice
Parsons problem, and a practice write code problem. The fix code
problem included instructions on how to fix the code. The cor-
rect solution was displayed above both the Parsons and write code
problems.

4.4.3 Pretest. The participants had 15 minutes to complete the
first section of five multiple-choice questions and 10 minutes to
complete each of the other three sections (fix code, Parsons problem,
and write code). If the participant ran out of time, the current
answer(s) were automatically recorded. The goal was to control the
amount of time the learner had for each section.

The five multiple-choice questions required tracing code with
lists, ranges, selection, and iteration. The questions included code
to find the minimum value in a list between a range of indices as
shown in Figure 2, compare values in two sorted lists, return the
count of the number of times a target value appeared in a range
of indices in a list, trace the values of variables in a complex for
loop, and return the average of values in a range of indices in a list.
The question that compared the values in two lists had been used
in prior research with 65% of the those students getting it correct
[32].

The fix code problem was intended to calculate and return the
average of a list of numbers, but double the highest value. However,
it had errors that the learner had to find and fix, as shown in Figure

Figure 2: The first multiple-choice question in the pretest
and immediate posttest

Figure 3: Pretest fix code problem with the errors boxed and
the correct code to the right

Figure 4: The unit test results when all the errors in the fix
code problem have been corrected

3. The problem included unit tests, to verify the correctness of the
code as shown in Figure 4.

Session 3: Tools and Technologies in Computing Education, 1 ICER ’18, August 13–15, 2018, Espoo, Finland

63



Figure 5: The solution to the pretest Parsons problem

The Parsons problem asked the participant to order the code
for a function, isLevel, which should return true if the difference
between the maximum and minimum value between a given start
and end index (inclusive) was 10 or less. This problem included five
unpaired distractor code blocks, in which the distractor blocks were
randomly mixed in with the correct code blocks. The solution to
this problem is shown in Figure 5. Note that the user had to order
the blocks vertically as well as indent the blocks horizontally to
achieve a correct solution.

The write code problem was a modified version of Soloway’s
rainfall problem [10], which has been studied by several researchers
[20, 23, 37, 38]. The original problem totals the non-negative values
in an input loop until a sentinel value is reached and then outputs
the average. The solutionmust avoid a division by zero. The problem
was modified to loop through a list of numbers rather than read
input until a sentinel value was reached as shown in Figure 6. Simon
found that students still perform poorly on this problem and that
students are not used to reading input in a loop until a sentinel
value is reached [38]. The instructions explained the algorithm in
English, provided example input and output, and provided unit
tests.

4.4.4 Instructional Material (Worked Example + Practice). There
were four worked examples with interleaved practice problems in
the instructional material. The type of practice problem depended
on the condition: adaptive Parsons problems, non-adaptive Parsons
problems, write code problems, or the control group which solved
off-task adaptive Parsons problems on turtle graphics.

Each worked example contained an algorithm in English and
example input and output. It also included runnable code with
comments as shown in Figure 7. When the user ran the example
code it displayed the results from running the unit tests.

Figure 6: The write code problem with a correct solution

Figure 7: A worked example with runnable code

Each of the practice problems also contained an algorithm in
English, example input and output, and unit tests to verify the user’s
solution. The user had 10 minutes to complete each problem. The
user answer was saved if the user ran out of time.

The first worked example returned a count of the number of
times a target value appeared in a list using a loop that looped
through all the indices. The associated practice question was to
return the count of a target value in a given range of indices (inclu-
sive). The second worked example returned the maximum value
from a list and the associated practice problem was to return the
minimum value. The third worked example returned the average
of the values in a list and protected against a divide by zero error
as shown in Figure 7. The associated practice problem returned
the average but did not include the lowest value in the list in the
average and also guarded against a divide by zero error as shown
in Figure 8. The fourth worked example returned the minimum
value in a given range of indices (inclusive). The associated practice
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Figure 8: The correct solution to the third instructional Par-
sons problem

Figure 9: One of the multiple-choice questions from the
pretest, first posttest, and second (delayed) posttest. Note
that the second posttest changed the variable names and val-
ues.

problem returned the maximum value in a given range of indices
(inclusive).

4.4.5 Posttests. The immediate posttest, which was adminis-
tered at the end of the first session, had the exact same questions
as the pretest. The delayed posttest, administered one week later,
was isomorphic to the immediate posttest, meaning that the prob-
lems to be solved had the same structure, but different surface level
features, like variable names as shown in Figure 9.

5 ANALYSIS
A total of 163 students participated in the first session. However, 37
of these students did not answer at least one question during the
session or spent less than 30 seconds answering a question without

Table 1: Mean time in seconds and standard deviation for
each of the four practice problems by group (condition)

Group P1 secs P2 secs P3 secs P4 secs
(std dev) (std dev) (std dev) (std dev)

1. (n=32) 115.65 97.88 191.88 74.63
A. Parsons (50.1) (34.3) (130.5) (23.5)
2. (n=34) 114.29 92.85 190.79 72.94
Parsons (56.3) (31.0) (91.2) (26.8)
3. (n=27 ) 177.44 118.07 270.48 102
Write (152.0) (113.3) (152.0) (63.6)

4. (n=33) 252.24 176.70 178.12 325.06
Control (100.9) (79.6) (107.13) (160.3)

getting the question correct. This paper reports on the data from
the remaining 126 students (32 in the adaptive Parsons condition,
34 in the non-adaptive Parsons condition, 27 in the write condition,
and 33 in the control group that solved off-task adaptive Parsons
problems) from the first session.

Students were not required to come back for the second session
one week later, but earned an additional 2.5 points of extra credit
for completing this session. A total of 126 students returned for the
second session. Of these, 100 students completed all the questions
in both the first session and second session and spent at least 30
seconds on each question or got the question correct in under
30 seconds (27 in the adaptive Parsons condition, 30 in the non-
adaptive Parsons condition, 19 in the write condition, and 24 in
the control group that solved off-task adaptive Parsons problems).
These 100 students were used to study the retention of the material
one week later.

5.1 Testing for Efficiency
Themean time in seconds to complete each practice problem and the
standard deviation is shown in Table 1 for each condition. Note that
the adaptive Parsons (group 1) and non-adaptive Parsons (group 2)
had similar mean completion times. In an observational study of
teachers solving both adaptive and non-adaptive Parsons problems,
the adaptive problems sometimes took longer to solve than the
non-adaptive because the teacher checked their solution after each
change. With inter-problem adaptation, if the learner struggled on
the previous problem then the next problem was made easier and
if the learner solved the previous problem in one attempt the next
problem was made harder, which probably kept the total comple-
tion times similar. The Cohen’s d for the write code group mean
total time to solve the practice problems in seconds compared to
the adaptive Parsons group is (d=0.756) and for the non-adaptive
Parsons group is (d=0.845). Cohen describes 0.2 as a small effect
size, 0.5 as a medium effect size, and 0.8 as a large effect size [14].
There was a large effect between the non-adaptive Parsons and
the write code group and a medium effect between the adaptive
Parsons and write code group.

To test if the time differences were significant, outliers were
removed (values more than three standard deviations from the
mean) to normalize the data so that z-scores could be calculated.
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Z-scores allow for different size groups to be compared. A test for
skew (a test to indicate whether or not the data falls in a normal
distribution) revealed that the values were all in the acceptable
range (under 2). Removing outliers left 31 students in the adaptive
Parsons group, 33 in the non-adaptive Parsons group, and 22 in the
write group. Z-scores were created from the total time in seconds
to solve the four practice problems minus the mean and divided
by the standard deviation. A Least Squares Difference test (LSD)
was used to compare the three on-task groups (Adaptive Parsons,
Parsons, and Write). The fourth condition was the control group,
which was solving off-task problems, so it was not included in the
test for efficiency. There was no significant difference in completion
time between the adaptive Parsons group and non-adaptive Parsons
group. The time was significantly different between the adaptive
Parsons group and the write group (mean difference of -.33 and
p=.025) as well as the non-adaptive Parsons group and the write
group (mean difference of -.32 and p=.025).

5.2 Testing for Effectiveness
Grading rubrics were created for the pretest and posttest write and
fix code problems. Two people graded each problem independently
and then met to resolve any differences in scores. The hand graded
scores correlated with the unit test results. A factor analysis showed
that the hand graded scores and unit test scores appeared to be
measuring the same construct.

The Parsons problems were graded automatically. Each correct
line in the correct order starting from the beginning of the solution
received a half point. If the correct line was also indented correctly
it received an additional half point. If the line was incorrect, but
was the paired distractor and was indented correctly, it received
a half point. Grading continued until a line was found that was
neither the correct line nor its paired distractor (i.e. a line out of
order). Grading then continued from the end of the solution back
towards the first line that had been found to be incorrect.

This grading approach was based on an observation that learners
had the most difficulty in the middle of the solution. We also wanted
the grading to be similar to the grading of the fix code problems,
and the fix code problems had the advantage that the code was
already in the correct order.

The mean and standard deviation for each pretest and immediate
posttest are shown by condition in Table 2. The pretest and posttest
both contained four sections. One section had five multiple-choice
(MC) questions which a maximum score of five, one had a fix code
problem with a maximum score of 11, one had a Parsons with a
maximum score of 10, and one had a write code problem with a
maximum score of 10. The Cohen’s d for the differences in the gains
from pretest to immediate posttest by condition versus the control
group were: (d=0.799) for the adaptive Parsons group, (d = 0.311)
for the non-adaptive Parsons, and (d=0.133) for the code writing
group. This is a medium effect size for the adaptive Parsons group
and a small effect size for the non-adaptive Parsons group.

Remember that not all of the students took the delayed (2nd)
posttest one week later. The mean score and standard deviation for
the pretest, immediate (1st) posttest, and delayed (2nd) posttest for
just the students who attended both sessions is shown in Table 3.

Table 2: Mean score and standard deviation for the pretest
and immediate posttest (first posttest) by group

Group 1 Group 2 Group 3 Group 4
A. Parsons Parsons Write Control
(n=32) (n=34) (n=27) (n=33)

Pre MC 2.7 (1.5) 3 (1.1) 3.8 (1.4) 3.6 (1.4)
Post MC 3.8 (1.1) 3.4 (.17) 4.3 (1.3) 4.2 (1.2)
Pre Fix 8.1 (1.6) 8.9 (2.0) 9.0 (1.6) 8.8 (1.8)
Post Fix 9.2 (1.8) 9.6 (2.0) 9.8 (1.8) 8.8 (2.1)
Pre Order 7.3 (3.3) 8.6 (3.0) 7.7 (3.4) 7.4 (3.6)
Post Order 8.5 (3.0) 9.5 (1.8) 8.0 (3.3) 7.9 (3.5)
Pre Write 8.6 (2.3) 9.3 (1.3) 9.0 (1.7) 9.2 (1.2)
Post Write 9.3 (1.3) 9.4 (1.0) 9.0 (1.9) 9.2 (1.4)

Table 3: Mean score and standard deviation for the pretest,
immediate posttest (first posttest), and delayed posttest (2nd
posttest) by group

Group 1 Group 2 Group 3 Group 4
A. Parsons Parsons Write Control
(n=27) (n=30) (n=19) (n=24)

Pre MC 2.7 (1.5) 2.9 (1.1) 3.8 (1.3) 3.8 (1.5)
1st Post 3.9 (1.0) 3.7 (1.6) 4.2 (1.5) 4.3 (1.3)
2nd Post 3.8 (1.1) 3.7 (1.2) 4.3 (1.1) 3.8 (1.2)
Pre Fix 8.1 (1.6) 8.9 (2.0) 8.9 (1.6) 8.6 (1.9)
1st Post 9.3 (1.7) 9.6 (2.0) 9.4 (2.0) 8.8 (2.2)
2nd Post 9.1 (1.8) 9.7 (1.9) 9.5 (1.8) 9.3 (1.6)
Pre Order 7.7 (3.1) 8.1 (3.3) 6.8 (3.7) 7.2 (3.8)
1st Post 8.2 (3.1) 9.4 (2.0) 7.1 (3.7) 7.4 (3.7)
2nd Post 8.7 (2.4) 9.7 (1.4) 9.2 (2.0) 8.3 (2.9)
Pre Write 8.9 (1.9) 9.4 (1.4) 8.7 (2.0) 9.1 (1.3)
1st Post 9.4 (1.2) 9.5 (1.1) 8.7 (2.2) 9.0 (1.5)
2nd Post 9.3 (1.1) 9.7 (1.0) 9.0 (2.1) 9.3 (1.3)

There was a statistically significant change from pretest to
the immediate posttest using a multivariate analysis of variance
(MANOVA) with Pillai’s trace (F=2.36 and p=.031). A MANOVA was
used since there were four conditions in this study. The Bonferroni
post-hoc test does not indicate a statistically significant difference
by condition from the pretest to the immediate posttest, which
means that no condition seemed to have done better or worse than
the others.

The differences in the scores from pretest to immediate posttest
were compared for all the on-task conditions compared to the con-
trol group. Twenty-seven results were chosen at random from each
condition in order to compare equal size samples. A Mann-Whitney
U test was used, which does not assume that the data follows a nor-
mal distribution. The difference between the pretest score and the
posttest score was significant (p=.007882) for the adaptive condition
versus the control group (who solved turtle graphics problems).
There was not a significant difference for any of the other on-task
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Figure 10: Results from a Mann-Whitney U test comparing
the pretest score to the immediate posttest score by condi-
tion

conditions compared to the control group. See Figure 10 for a box
and whisker plot by condition.

Kurtosis was high on the pretest write and posttest write prob-
lems which indicates that the scores fall in a narrow range. This
means there was likely a ceiling effect on the write code problem.
The mean scores on the pretest write problem ranged from 8.7 to
9.4 out of a maximum of 10 as shown in Table 3.

5.3 Analysis of the Demographic Information
Of the 126 students who completed all questions in the first session,
73 (58%) self-identified as male and 51 (40%) as female and two (2%)
students did not answer the question.

An analysis of the demographic information showed a strong
positive correlation with the student’s actual grade in the course
(p < .001). There was a moderate negative correlation between the
pretest score and the student’s age r(121) = -.413, p < .001, which
means that older students did worse than younger. This course is
intended to be a first course for majors, so older students may be
retaking the course after failing it in the past, or be weaker students
who delayed taking the course. We found a moderate negative
correlation for gender with males performing better than females
on the delayed posttest ρ(99) = -.362, p < .001.

There was no interaction between condition and any of the
demographic characteristics that affected performance. This means
that the groups were comparable.

6 DISCUSSION
The on-task Parsons groups (both the adaptive and non-adaptive)
solved the four practice problems in significantly (p=.025) less time
than the write code group with medium (adaptive Parsons group)
(d=0.756) to large (non-adaptive Parsons group) (d=0.845) effect
sizes. This supports hypothesis H1.

There was a significant improvement in composite scores from
pretest to immediate posttest. However, there was no significant
difference between the three on-task conditions. This means that
learners solving both adaptive and non-adaptive Parsons problems

had equivalent learning gains as those in the write code condition.
This supports hypothesis H2.

The learners in the control group who solved off-task turtle
graphics adaptive Parsons problems had a significantly (p=.007882)
lower learning gain from pretest to immediate posttest than the
on-task adaptive Parsons group and there was a medium effect
size (d=0.799), which supports hypothesis H3. However, there was
no significant difference between the control group and the non-
adaptive Parsons group or between the control group and the write
code group. This means that hypothesisH3was not fully supported.

7 LIMITATIONS
There was not any significant difference for the learning gains from
the pretest to the immediate posttest between the control group
and the non-adaptive Parsons group or the write code group. This
implies that at least some of the learning gains were from answering
the same or similar problems with correctness feedback.

This study used both intra-problem and inter-problem adapta-
tion. We do not know the relative effectiveness of each type of
adaptation. Further studies should be done to test this.

The results are only from undergraduates from one research
intensive university in the United States. The results would be
strengthened by replication at other universities around the world
and by similar studies with teachers.

8 CONCLUSIONS
This study provides evidence that solving either adaptive Parsons
problems or non-adaptive Parsons problems is a more efficient, but
just as effective, form of practice than writing the equivalent code.
It also found that solving adaptive Parsons problems led to a signif-
icant learning gain compared to the control group. However, there
was no significant difference in learning gains between the control
group and either the non-adaptive Parsons problems group or the
write code group. This means that at least some of the learning
gains were likely due to repeated exposure to the same problems
with correctness feedback. Further studies are needed to verify
the learning gains from solving adaptive Parsons problems versus
non-adaptive Parsons problems versus writing the equivalent code.
If solving adaptive Parsons problems is a more efficient, but just as
effective form of low cognitive load practice, they could be used
to help prepare thousands of new computing teachers and reduce
the time that it takes to learn to program. The Parsons software is
freely available as part of the Runestone Interactive platform [33].
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