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Write a recursive function, called biggest_last(), that takes a list of 
integers as input, where the list elements can be in any order.
If the input list is empty or only contains one integer, then it returns 
the input. Otherwise the function proceeds by starting with the first 
two elements and checking whether the larger one is the second one.
If it is not then the two values should be exchanged, i.e., the smaller 
value put into the first location and the larger value into the 
subsequent location. Once this check is performed then the function 
moves on by one location and repeats this until it has processed the 
entire list. The function outputs that list with the largest integer in the 
last location of the list. The output order of the other integers may be 
different than their input order.
Remember a recursive function is one than calls itself to assist in 
performing its task.

Figure 1: A lengthy question given in a CS2 exam (left) and code generated by OpenAI Codex to answer the question (right)

ABSTRACT
The introduction of OpenAI Codex sparked a surge of interest in the
impact of generative AI models on computing education practices.
Codex is also the underlying model for GitHub Copilot, a plugin
which makes AI-generated code accessible to students through
auto-completion in popular code editors. Research in this area,
particularly on the educational implications, is nascent and has
focused almost exclusively on introductory programming (or CS1)
questions. Very recent work has shown that Codex performs con-
siderably better on typical CS1 exam questions than most students.
It is not clear, however, what Codex’s limits are with regard to more
complex programming assignments and exams. In this paper, we
present results detailing how Codex performs on more advanced
CS2 (data structures and algorithms) exam questions taken from
past exams. We compare these results to those of students who
took the same exams under normal conditions, demonstrating that
Codex outscores most students. We consider the implications of
such tools for the future of undergraduate computing education.
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1 INTRODUCTION
In 2021, OpenAI unveiled Codex [5], an AI model capable of gen-
erating source code from plain English prompts. Codex powers
GitHub Copilot [12], an extension available within several code ed-
itors and IDEs which has resulted in calls for “rethinking computer
science education”.1 On June 21, 2021, Copilot was made available

1theregister.com/2022/10/20/ai_programming_tools_mean_rethinking
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free to any student with a verified GitHub Education account.2 It
was then made availabe for free to teachers on September 8, as it
became evident that Codex and Copilot will impact curriculum,
as well as present emerging educational opportunities—as early
research demonstrated that Codex is effective at solving many in-
troductory programming assignments [10] and that it can generate
explanations of code examples [23].3

Codex’s ability to understand plain English and produce code is
impressive [20]. It is based on the third generation of OpenAI’s Gen-
erative Pre-trained Transformer (GPT-3), one of the most advanced
natural language models that is widely-available as of this writing,
and is trained on “tens of millions of public repositories” [5, 25].

Codex has a number of features that allow users to interact with
and generate source code. With plain English prompts as input, it
will generate code in several programming languages including
Python, C, JavaScript, Go, Perl, PHP, Ruby, Swift and TypeScript,
and Shell.4 It will also translate code from one programming lan-
guage to another and provide English-language descriptions of the
functionality of code provided as input including its computational
complexity. It can also generate code that calls APIs allowing it
to access information in publicly available datasets—for instance
getting the air quality index for cities based on ZIP codes. Codex is
available via the OpenAI API5 and via GitHub Copilot6.

1.1 Motivating example & research questions
Learning to program has a long history of known difficulties [4, 19]
and the challenges students face have been discussed from many
angles [3, 18]. Just a few of the known barriers are dealing with
programming tools and environments [15], programming error
messages [7], program comprehension [24], and how students ap-
proach problem solving [8, 9]. In fact, much of the research on
teaching programming focuses on challenges that students face [4].

Figure 1 shows an example of a CS2 problem description written
in plain English (left). Despite the description being lengthy and
containing many specific details, Codex is capable of generating a
correct solution (right).

Although the details and emphasis of CS2 courses may vary [13],
the main topics of programming methodologies, recursion, search-
ing, sorting, and data structures have remained a staple of CS2
courses for more than 30 years [16]. CS2 courses typically build on
the basic programming constructs taught in CS1 by covering com-
mon structures used to store data (e.g., linear structures such as lists,
stacks, and queues; and non-linear structures such as sets, dictio-
naries, and trees) and the implementation of those data structures.
It also typically covers the algorithms that use the data structures,
including searching and sorting algorithms. Although CS2 may
introduce more elements of theory (e.g., analysis of running time
and efficiency trade-offs), it typically continues to develop pro-
gramming skills with problems that involve implementation of data
structures [26].

Codex has significant implications for educational practices in-
volving programming. Prior work demonstrated that Codex was

2github.blog/2022-06-21-github-copilot-is-generally-available-to-all-developers
3github.blog/2022-09-08-github-copilot-now-available-for-teachers
4openai.com/blog/openai-codex
5beta.openai.com
6copilot.github.com

able to outperform the majority of CS1 students when given the
same English language problem descriptions [10] used in tests and
exams. However, the questions used in CS2 courses are typically
more advanced and may not be so easily solved by models like
Codex. In this paper, we aim to quantify how well Codex performs
on more complex programming problems used in CS2 exams. We
are motivated by the following research questions:
RQ1: How does Codex perform on CS2 assessments compared

with students?
RQ2: How does Codex perform on CS2 assessments compared

with CS1 assessments?
RQ3: What question characteristics appear to influence the per-

formance of Codex?
Codex and other tools like it (based on large languagemodels) are

still nascent. It is therefore unclear how this emerging technology
will impact the computing education classroom. Answering our
research questions is important because computing educators need
to know what tools like Codex are capable of doing, in what ways
they excel, and in what ways they fail. Exposing this will help shape
the ongoing conversation of how to adapt to the new capabilities
at the fingertips of our students (and their educators).

This paper is organized as follows: Section 2 provides the back-
ground of Codex and related AI-powered code generation tools. We
then evaluate the performance of Codex on a suite of programming
problems taken from CS1 and CS2 tests with Section 3 describing
our method and Section 4 reporting the performance of the CS2
problems in relation to student performance and assessing the over-
all performance of Codex on different questions. We then discuss
the implications of our findings in Sections 5 onward.

2 RELATEDWORK
One hope of modern artificial intelligence is that it could provide
dynamic educational support at massive scale never before thought
possible [2]. Modern systems like Codex seem poised to move signif-
icantly towards this goal. For instance, Finnie-Ansley et al. demon-
strated that Codex can solve typical CS1 problems and perform
amongst the top quartile of (real) students on (real) CS1 exams [10].
However, it is currently unclear how such technologies will be
adopted by students and by teachers in computing classrooms, and
whether the opportunities presented by code generation models
will outweigh the challenges relating to their inappropriate use.

2.1 AI-powered code generation
Early investigations of GPT-3 revealed that it could generate simple
programs from Python docstrings, despite GPT-3 being a natural
language model not trained for code generation [5]. This observa-
tion led to the creation of Codex, discussed in Section 1.

Other AI code generation tools exist and have gained rapid
ground in very recent years. Tabnine is an “AI Assistant for Soft-
ware Developers”7 that auto-completes lines of code in several lan-
guages and can be integrated into popular IDEs. It can be trained
on in-house repositories to learn the code patterns of specific teams.
However, Tabnine can only generate fully correct code for less than
8% of unseen programming tasks, given 100 samples [5]. DeepMind

7www.tabnine.com
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AlphaCode is a transformer-based model that was trained on code
from competitive programming competitions [17]. As a result, Al-
phaCode can generate code to solve complex problems entirely
from a plain English description, ranking in the top 54% when en-
tered into actual competitive programming competitions. Amazon
CodeWhisperer8 is yet another “machine learning-powered” IDE
plugin that is intended to automatically generate code, including
code that calls APIs.

2.2 Effectiveness of AI-generated code
There have been many recent attempts to assess the effectiveness
of AI-powered code generation. Most studies focus on professional
software developers [5, 6, 27], while few study its implication in
the classroom [10].

Dakhel et al. explored Copilot’s ability to generate code for vari-
ous introductory algorithms, as well as five introductory Python
programming problems [6]. They found that Copilot was perfor-
mant in generating correct and often quite optimal code for com-
mon algorithms such as insertion sort, breadth-first search, and
depth-first search. In cases where Copilot generated incorrect code,
they found that these were easier to fix than typical code submitted
by novices.

Vaithilingam et al. compared the experience of programmers
(predominantly students from undergraduate through PhD) using
Copilot and typical IntelliSense support in standard IDEs [27]. They
found that most users preferred Copilot, but that it did not neces-
sarily reduce task completion time or increase success rate. Users
tended to over-rely on the code produced by Copilot and some
users struggled to understand and debug the auto-generated code.

Finnie-Ansley et al. evaluated the performance of OpenAI’s
Codex on a private repository of CS1 test questions and found
that it solved roughly half of the questions on the very first attempt
[10]. Themodel ultimately scored around 80% across two tests when
multiple attempts (with resubmission penalties consistent with the
course grading scheme) were taken into account, and ranked 17
out of 71 when its performance was compared with students who
were enrolled in the course.

However, AI code generation is far from perfect. Nguyen and
Nadi evaluated the performance of Copilot on 33 LeetCode ques-
tions, with varying difficulty, observing correctness rates of be-
tween 27% and 57% across four languages [21].

Recently, code generation models have been applied to the task
of generating learning resources for students. Sarsa et al. explored
the potential for Codex to generate novel programming exercises
and explanations of code [23]. Using appropriate priming examples
as input, they found that exercises could be created that targeted
specific programming concepts and the contextual themes. In most
cases exercises were sensible, novel, and included matching sample
solutions.

3 METHOD
To answer RQ1 and RQ2 we assess the correctness of solutions
generated by Codex in response to problems from CS1 and CS2
courses. To answer RQ3 we compare characteristics of the questions

8https://aws.amazon.com/codewhisperer/

in which Codex performed very well with characteristics of the
questions in which Codex performed poorly.

3.1 Comparing Codex with students in CS2
RQ1 seeks to compare the performance of Codex on CS2 questions
to the performance of students. We utilize 26 programming ques-
tions that were used as summative assessments on two invigilated
(proctored) lab-based tests conducted in a CS2 programming course
at the University of Auckland in 2019 (14 questions from the first
test and 12 from the second test). In total, there were 264 students
enrolled in the course.

The CS2 course provides a review of the Python programming
language, and covers efficient ways to organize and manipulate
data, including sorting and searching algorithms, as well as writing
software that uses and implements common abstract data types
such as lists, stacks, queues, dictionaries, and binary trees.

The lab-based tests were designed to be two hours in duration.
Each test question consisted of a problem statement and at least
one example test case illustrating successful program execution.
Students completed the test questions on machines with standard
software images, and used the IDLE environment to develop their
programs. Figure 2 shows and example of how test questions ap-
peared to students.

The completed programs were submitted to an automated testing
system (CodeRunner) which provided immediate feedback to stu-
dents who were shown a subset of the test cases used to determine
answer correctness.

Students were permitted to resubmit their code multiple times,
but repeated incorrect submissions accumulated a penalty up to
a maximum penalty of 50%, as shown in Figure 2. Marks for each
question were assigned on an all-or-nothing basis: marks were only
awarded for a question if the submitted code successfully passed all
tests. Code that did not successfully pass all tests received 0 marks
for that question.

As input to Codex, the problem prompt and example test cases
(as doctests) were given as the instruction, and any function
headers or pre-loaded code included in the answer window was
given as the input to the edit model.9 The edit model was chosen
as many problems provide a function header as a starting point
or ask students to modify existing code provided in the answer
window. Specifically, we used OpenAI’s code-davinci-edit-001
model which takes a prompt “instruction” and starter code “input”
for each question. Aside from using the edit model, Codex was
configured the same as it was for a similar recent study (see [10]).

In the evaluations reported in this paper, we provide as input
to Codex the problem statements exactly as they were presented
to students. We did not perform any prompt engineering—instead,
we are simulating students copy-pasting the problem description
verbatim into a downstream application of Codex, such as GitHub
Copilot.

3.2 Codex performance in CS1 vs. CS2
RQ2 seeks to compare the performance of Codex on CS1 versus
CS2 style questions. We compare the performance of Codex on the
CS2 problems discussed above with performance on CS1 problems.
9https://beta.openai.com/docs/api-reference/edits/create
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Figure 2: Presentation of Question 1 from CS2 Test 1 within the web-based examination tool as seen by students

We collated 28 CS1-type problems that were used as summative
assessments on two un-invigilated lab-based tests from a CS1 course
at our institution in 2020 (14 questions each).

The CS1 course covers the basics of programming such as vari-
ables, arithmetic, conditional branches, loops, reading and writing
to files, and functions. Students submitted the lab-based tests in CS1
using the same assessment system for CS2 discussed above. The
tests were designed to be 2 hours in duration and were time-limited,
but were not invigilated. In this study we do not consider student
performance in the CS1 tests due to difficulties interpreting student
performance in an un-invigilated test environment. However, the
test questions are representative of typical CS1 problems used in
this course, and provide an appropriate problem set to compare
with CS2 when considering the performance of Codex.

3.3 Scoring Codex
In our previous study [10], we manually generated one run of
responses to question prompts that were copied into CodeRunner
until we got a correct response. While this gave results that were
scored in the same way as students, the single run was susceptible
to the random hit-or-miss nature of Codex responses. As the Codex
model is non-deterministic, there is variability in the output it
generates for a given input. Scoring the performance of Codex
using a single set of outputs is therefore unlikely to lead to results
that are replicable. To ameliorate this issue in this study, for each
questionwe generate 50 Codex responses as a representative sample
to assess the performance of Codex for that question (Chen et al. [5]
used 100). In total we generated 2700 code responses.

We used two general metrics to assess the performance of Codex:

Chance-x This is the probability of generating a fully-correct solu-
tion within x attempts (inclusive). For example, chance-1 is
the probability of getting a fully correct solution in 1 attempt,
and chance-5 is the probability of generating a fully correct
solution within 5 attempts.

Simulated This is the expected score (out of 1) that Codex would
attain on a question if it were being marked in the same way
as students (with the penalty scheme described in Section 3)
capped at a maximum of 5 attempts per question.

The simulated metric allows us to compare Codex to students as
it is effectively grading Codex with the same penalties as students.
In addition, it is capped at a small number of attempts, consistent
with how a student might use Codex in a time-limited test. The
chance-x metrics are intended to give an overview of the general
“power” of Codex if it were being used by a student. It is unlikely
that a student using a tool such as Codex to generate answers
on tests or assignments would only generate one solution if they
were able to test the code it generates; the chance-x metrics, while
simple, are intended to show how likely a student is to generate a
fully-correct solution within a finite number of repeated attempts.

4 RESULTS
4.1 RQ1: Comparing Codex with students in CS2
Our first research question asks how Codex performs on CS2 as-
sessments compared with students; specifically, we compared the
performance of Codex on CS2 questions with students answering
the same questions under invigilated test conditions. Prior work
that explored the same question at the CS1 level revealed that
Codex performed well, scoring approximately 80% on two tests,
and placing 17 out of 71 when ranked alongside students [10].

Table 1 contains the per-question scores of Codex and the mean
score of students as well as the mean scores for each test respec-
tively. It also lists the overall topic/subject of each question. We
compare the “Simulated” score of Codex, which uses the same
penalty scheme as students were graded with, with the “Student”
scores. We use an asterisk to denote which of the “Simulated” and
“Student” scores is greater for each question.

For both tests, the mean simulated score of Codex is higher than
the mean student score, and on individual questions Codex exhibits
equal or better performance compared to the mean student score
for 77% of questions (20 of 26).

Figure 3 plots the Test 1 and Test 2 scores (scaled to a maximum
of 100) of 264 students enrolled in the CS2 course in 2019 who com-
pleted both tests. For comparison, the performance of the responses
generated by Codex is marked with an orange ‘×’. Averaging both
Test 1 and Test 2 performance, Codex’s score is in position 66 when
ranked alongside the 264 students’ scores, placing it just within the
top quartile of class performance.
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Test-Question Question Tags Chance-1 Chance-3 Chance-5 Simulated Student

1-1 Algebra 0.56 0.91 0.98 *0.98 0.80
1-2 IO, Data Sanitisation 0.24 0.56 0.75 *0.87 0.84
1-3 Algebra, Finite Series 0.68 0.97 1.00 *0.99 0.82
1-4 File IO, String Manipulation 0.70 0.97 1.00 *0.99 0.62
1-5 String Manipulation 0.30 0.66 0.83 *0.91 0.76
1-6 Mapping/Aggregation 0.26 0.59 0.78 *0.89 0.60
1-7 Algebra, Finite Series 0.36 0.74 0.89 *0.94 0.37
1-8 String Manipulation 0.34 0.71 0.87 *0.93 0.59
1-9 Classes/OOP 0.76 0.99 1.00 *1.00 0.61
1-10 String Manipulation 0.34 0.71 0.87 *0.93 0.42
1-11 Tree Search 0.04 0.12 0.18 *0.31 0.20
1-12 IO, Rainfall 0.14 0.36 0.53 *0.71 0.32
1-13 Insertion Sort, String Formatting 0.00 0.00 0.00 0.00 *0.08
1-14 Classes/OOP 0.02 0.06 0.10 *0.17 0.10

Avg. — 0.34 0.60 0.70 *0.76 0.51

2-1 Discrete Mathematics 0.66 0.96 1.00 *0.99 0.98
2-2 String Manipulation 0.54 0.90 0.98 =0.96 =0.96
2-3 Filtering 0.48 0.86 0.96 *0.94 0.91
2-4 List Manipulation 0.06 0.17 0.27 0.25 *0.31
2-5 Rainfall Variant 0.08 0.22 0.34 0.32 *0.54
2-6 Classes/OOP 0.08 0.22 0.34 0.32 *0.47
2-7 Classes/OOP 0.12 0.32 0.47 *0.45 0.18
2-8 Stacks/Queues 0.26 0.59 0.78 *0.75 0.38
2-9 Classes/OOP 0.20 0.49 0.67 *0.64 0.13
2-10 Binary Heaps 0.40 0.78 0.92 *0.90 0.23
2-11 Hashing 0.00 0.00 0.00 0.00 *0.15
2-12 Binary Search Trees 0.02 0.06 0.10 0.09 *0.11

Avg. — 0.24 0.46 0.57 *0.55 0.45

Table 1: CS2 question scores of grading methods rounded to two decimal places; the higher score for each question appears
with an asterisk (*)

4.2 RQ2: Codex performance in CS1 vs. CS2
Our second research question asks how Codex performs on CS2
assessments compared with CS1 assessments. To assess this, we
applied the simulated score calculation described in section 3.3
to the CS1 questions. As established previously, Codex has been
shown to perform well on CS1 questions [10]. When comparing
CS1 and CS2 performance, it would be reasonable to expect Codex
to perform better on CS1 questions than on CS2 questions, given
their lower overall complexity.

Figure 4 plots a kernel density estimation of the simulated per-
question scores (the “Simulated” column in Table 1) for each of
the two CS1 tests and the two CS2 tests. The x-axis indicates the
simulated per-question test score, and the y-axis indicates the “den-
sity” of questions with that score. A higher peak means that more
questions achieved a simulated score in that relative region.

The distributions for both CS1 tests, as well as well as the first
CS2 test are heavily bimodal: for these tests, Codex usually achieves
a high average score (accounting for the larger, higher mode), or
it fails to consistently answer a question correctly (accounting for
the smaller, lower mode). In other words, Codex’s performance on

these tests is hit-or-miss; Codex either produces a good solution
(more likely), or will produce very low scoring solutions (less likely).
However, the per-question score distribution that Codex achieved
on CS2, test 2—while still bimodal—is far flatter than all other
distributions, meaning that, for CS2, Codex produces responses
with a wider variety of correctness in CS2.

4.3 RQ3: Differences in questions by scores
RQ3 seeks to explore some of the characteristics that tend to be
common to questions where Codex performs well and to those
where it does not perform well. We examined the CS1 and CS2
questions where the simulated score was above and below the
average simulated score of 72% and report in this section some
observations of elements common to these questions. In total there
were 35 questions with a simulated score that was above average
and 19 questions that got a simulated score that was below average.

Between these sets of questions we make some general observa-
tions. There is a striking difference between the number of charac-
ters included in each prompt given to Codex with the best perform-
ing questions having a mean of 742 characters per question and
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Figure 3: Student scores on two invigilated tests for CS2 with
the performance of Codex plotted as an orange ‘×’
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Figure 4: Kernel density estimation of the distribution of
Codex’s per-question scores, grouped by test

the worst performing questions having a mean of 1443 characters
per question—nearly double that of the best performing questions.
Although some of this may be explained by the fact that more
complex questions may require longer prompts, it also aligns with
observations of Chen et al. that performance of the Codex model
tends to decrease exponentially as the number of basic building
blocks in a question increases [5]. Figure 5 shows Codex’s question
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Figure 5: Simulated score by prompt character length

scores by prompt length. Simulated score has a moderate negative
correlation with prompt length (𝑟 = −0.57).

A greater proportion of the worst performing questions also
contained additional code that needed to be edited or used (e.g.,
helper functions) with 5 of the 19 worst performing questions
including such code as input (26%) versus 2 of the 35 best performing
questions (6%). We also note some general differences in the nature
of the problems between the two sets of questions.

The best performing questions tend to be posing simple problems
that require the application of standard algorithmic patterns [11]
(e.g., filtering, mapping, etc.) or computing common mathematical
operations such as multiplying numbers, computing prime factor-
izations, or the magnitude of a line in 2D space. Below is one of the
best performing questions taken from one of the CS1 tests:

Complete the

get_list_of_four_letter_words(words_list)

function which is passed a list of strings as a parameter.
The function returns a new list of all the words from
the parameter list which are four characters in length.
All the words in the returned list should be in lowercase
characters.

Notes:
• You MUST use the append()method to add elements
to the end of the list.

• If the parameter list is empty or contains no words
which are four characters in length, the function re-
turns an empty list.

For example:

>>> words = get_list_of_four_letter_words(
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['into', 'elephant', 'room', 'the'] )
>>> print(words)
['into', 'room']

The worst performing questions tend to be those with implicit
edge cases (e.g., not explicitly stating words might contain up-
percase letters), questions that operate on complex data (nested
structures, 2D lists, etc), questions that need specific output format-
ting, or questions that give a non-itemized specification of a class
API with several methods that need to be implemented. Below is
one of the lowest scoring questions taken from one of the CS2 tests:

The following code implements the Insertion Sort algo-
rithm and maintains the sorted part of the list at the
start.
[... Insertion Sort code provided here ...]
Modify the code so that the sorted part of the list is
maintained at the end of the list.

Additionally, modify the code so that it prints out the
list before each element is added to the sorted sublist.
The output should contain the number of elements in
the sorted sublist (size), and should print the sublist that
is still unsorted, and the sublist that is sorted.

For example:

>>> insertion_sort([4, 1, 3, 5, 2])
1 : unsorted - [4, 1, 3, 5] sorted - [2]
2 : unsorted - [4, 1, 3] sorted - [2, 5]
3 : unsorted - [4, 1] sorted - [2, 3, 5]
4 : unsorted - [4] sorted - [1, 2, 3, 5]
5 : unsorted - [] sorted - [1, 2, 3, 4, 5]

In this question students are asked to edit code that is provided
to them. The goal is to modify a sorting algorithm by changing
its intermediate behavior (which portion of the list is sorted as
the algorithm progresses) and to print intermediate states. The
additional input code was provided as the “input” field of the edit
API with the question prompt given as the “instruction”10. This
question was the lowest scoring by both students and Codex. Codex
was unable to produce a single fully-correct response from the 50
generated and students attaining a mean score of 0.08 out of 1.

5 DISCUSSION
The results of this study and our previous study [10] demonstrate
that Codex can perform better than most students on code writing
questions from both CS1 and CS2 tests, scoring in the top quartile
of test marks when compared with students in both cases.

Overall, our results show that Codex performs better than most
students on code writing questions at the CS2 level, mirroring the
findings of Finnie-Ansley et al. [10] that focused on CS1 questions.
In both cases, the performance of Codex falls within the top quartile
of test marks when compared to students. Although Codex does
appear to perform better in CS1 comparedwith CS2, it is still capable
of completing most CS2 tasks assessed in these exams. Since Copilot
is available as a free extension to commonly used IDEs, we can

10https://beta.openai.com/docs/api-reference/edits/create

assume that most students will have access to an AI-generated
solution that is likely better than their own (unassisted) solution.

Our analysis of question characteristics suggests that Codex per-
forms well on tasks that start with a ‘blank slate’ and have explicit,
well-defined requirements. Those with much longer descriptions
are less able to be completed by Codex. Tasks that require modifi-
cation of existing code, or in which there are implicit requirements
to handle edge cases typically have poorer performance. The char-
acteristics that make tasks more challenging for Codex may also
make tasks more challenging for students—ambiguous or implicit
requirements, difficult edge cases, wordy questions, and the need
to understand existing code and make modifications.

Our results indicate that Codex is very good at solving semi-
complex code reading and writing problems. It falters when there
are odd edge cases or the requirements are somewhat esoteric.
This is probably because these data were not in its training set
and it struggles to extrapolate a solution. Since Codex was trained
on code from GitHub, it is also important to recognize what else
was possibly not in (or less well-represented in) the training set,
including multiple choice questions, card sorting exercises, Parsons
problems, programming error message diagnosis, reverse code-
tracing, and more. These may be more out of Codex’s immediate
reach, and we propose that these be explored further by the research
community. If Codex can handle current assignments and exams
as suggested by our results (including [10]) educators should reach
beyond typical questions that can still adequately measure student
learning. It appears that students are likely to be over-reliant on
AI-generated code and often struggle to properly utilize it [27].
Acting on this could yield approaches that teach students how to
effectively use tools like Codex - while still enhancing learning.

5.1 Speculation
Wehave no clear signals to indicate howAI code generation technol-
ogy will develop in the future, or how widely it will be adopted by
industry professionals. However, it seems fairly safe (likely obvious)
to predict that this technology will become faster, more accessible,
and more accurate [22]. Exploratory work by Vaithilingam et al.
[27] reports that users of Copilot prefer it to the Intellisense support
provided in Visual Studio Code. This user preference suggests that
students will likely adopt the technology, particularly if it helps
them to complete assessed work.

The existence of AI code generation tools complicates the deliv-
ery of computing education as students will have ready access to
uniquely generated solutions that are frequently correct, but not
curated (i.e., the solution may be flawed, or use programming con-
structs or idioms that are inconsistent with the course instruction).
The temptation to use such a technology for graded assignments
will be high, and may impact student behavior in negative ways.

Given this, our educational effort is perhaps best directed at
better supporting students to understand the code to which they
are exposed. This may emphasize reading over writing, which is
consistent with the approach advocated by Xie et al. [28].

We have limited understanding of how these technologies will
impact student behavior or how they might impact computing
education practices. Regardless, we believe there will be an impact,
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and our community urgently needs to understand how to best
mitigate the drawbacks and to leverage the potential benefits.

6 LIMITATIONS
Since our students have continued access to their test questions
after a test is completed, it is possible that some students may have
uploaded the test problems to GitHub or other online repositories.
In this case there may be exemplars present in the data that Codex
was trained on. The questions used in this study are drawn from a
single institution, and both CS1 and CS2 courses that contribute the
data use a web-based automated assessment tool that includes test
cases. The nature of the course and the tool used, may mean that
these assessments are not representative of questions used in other
institutions. However, we note that both courses use the online
Runestone textbooks [1] and cover standard CS1 and CS2 content
aligned with the ACM Curriculum [14].

It should be noted that our analysis focuses on the artifacts
produced—essentially, this is aligned with the behaviorist paradigm
and should not be treated as a measure of the “intelligence” of the
AI-generative models under cognitive perspectives.

7 CONCLUSIONS
We find that Codex is able to solve most CS2 questions, performing
similarly to students in the top quartile of the class that answered
the same questions we provided to Codex. We find evidence that
Codex may perform better on questions that are more precisely
defined, succinctly written, have fewer edge cases, and do not re-
quire adapting existing code. This work confirms that Codex is well
capable beyond the complexity of CS1 problems. It is unknown
at what point the complexity of questions will markedly impact
the performance of Codex (in the programming education domain).
Further, how educators should adapt to this new technology that is
freely available to our students, remains an open question. More
work is needed in this rapidly emerging so that educators can to
best adapt their classroom practices in ways that continue to benefit
student learning.
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